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Abstract In this paper, we mainly study the propagation properties of a nonlocal dispersal

predator-prey system in a shifting environment. It is known that Choi et al. [J Differ Equ,

2021, 302: 807–853] studied the persistence or extinction of the prey and of the predator

separately in various moving frames. In particular, they achieved a complete picture in the

local diffusion case. However, the question of the persistence of the prey and of the predator

in some intermediate moving frames in the nonlocal diffusion case was left open in Choi

et al.’s paper. By using some a prior estimates, the Arzelà-Ascoli theorem and a diagonal

extraction process, we can extend and improve the main results of Choi et al. to achieve a

complete picture in the nonlocal diffusion case.
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1 Introduction

In recent years, in addition to seasonal and regional differences, climate change caused by

global warming, industrialization and overdevelopment have had a huge impact on the habitats

of biological species [37]. The habitats of species will move in both time and space on account

of climate change [36, 37]. A simple pattern for measuring climate change is the shifting of

environment quality with constant speed. This translates into the shifting of habitat quality,

which is reflected in the shifting of the growth rate for a species [39]. At present, many scholars

have devoted themselves to studying these topics; see [3, 5, 10, 12, 13, 16, 22, 25, 26, 28–

31, 34, 42].
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Random diffusion describes a process whereby organisms can only move to their surrounding

neighborhoods [1, 19]. Based on this property of random diffusion, we can describe the dynamics

of random dispersal through reaction-diffusion model. There has been much research on the

spreading speeds and forced waves of reaction-diffusion systems in a shifting environment. For

the case of the scalar equation, Bouhours et al. [6], Hu et al. [15] and Li et al. [25] explored the

conditions for the extinction and the persistence as well as the spatial-temporal dynamics of a

species with a shifting habitat edge. Fang et al. [11] and Vo [31] investigated the propagation

dynamics of a reaction-diffusion equation in a time-periodic shifting environment. Berestycki et

al. [3–5] established the existence of forced waves of reaction-diffusion equations for population

dynamics with a shifting habitat. Hu et al. [16] established the existence of an extinction wave

in the Fisher equation with a shifting habitat. For the case of a competition model, Potapov

and Lewis [28] considered a Lotka-Volterra competition model in a domain with a moving

range boundary, by which they obtained a critical patch size for each species to persist and

spread. Yuan et al. [39] and Zhang et al. [40] studied the persistence versus extinction for two

competing species under climate change. Dong et al. [9] investigated the existence of forced

waves in a Lotka-Volterra competition-diffusion model with a shifting habitat. Berestycki et

al. [2] investigated the persistence of two species and the gap formation of a Lotka-Volterra

competition model. For the case of a cooperative model, Yang et al. [38] considered the existence

and asymptotics of forced wave solutions in a Lotka-Volterra cooperative model under climate

change. We also refer the readers to some literature considering forced waves in domains with

a free boundary [14, 22].

In addition to random diffusion, nonlocal dispersal is a more reasonable process for some

species to travel for some distance, and their movements and interactions may occur between

non-adjacent spatial locations [1, 17, 19, 20, 23, 44]. The widespread long-distance dispersal

or nonlocal internal interactions are usually modeled by an appropriate integral operator, such

as
∫
R J(x − y)[u(y) − u(x)]dy. Concerning the study of the effects of the climate change in

nonlocal dispersal, the work of Coville [8], Leenheer et al. [21], Li et al. [27], and Wang et al.

[32] studied the persistence criterion and the existence and uniqueness, as well as the stability

of forced waves for the scalar nonlocal dispersal population model in a shifting environment. In

addition, Zhang et al. [41] explored the propagation dynamics of a nonlocal dispersal Fisher-

KPP equation in a time-periodic shifting habitat. For the case of a competition system, Wu et

al. [37] studied the spatio-temporal spreading dynamics of a Lotka-Volterra competition model

with nonlocal dispersal under a shifting environment. Wang et al. [33] and Wang et al. [35]

investigated the existence of forced waves and gap formations for the lattice and continuous

Lotka-Volterra competition models with nonlocal dispersal and shifting habitats, respectively.

Bao et al. [1] studied the traveling wave solutions of Lotka-Volterra competition systems with

nonlocal dispersal in periodic habitats. For the case of the prey-predator system, Choi et al. [7]

studied the persistence of a species in a predator-prey system with climate change and either

nonlocal or local dispersal.

Due to the lack of a comparison principle and the issue of the compactness of the set of

solutions with bounded initial data, there is less work on predator-prey systems with nonlocal

dispersal in shifting environments. Motivated by the aforementioned works, we would like to

extend and improve the work of Choi et al. [7] in order to deal with the spreading population
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dynamics of predator-prey species in some intermediate moving frames with nonlocal dispersal

under a shifting habitat. In this paper, we consider the following predator-prey model with

nonlocal dispersal proposed by Choi et al. [7]:
∂u

∂t
(x, t) = d1[(J1 ∗ u)(x, t)− u(x, t)] + r1u(x, t)[α(x− st)− u(x, t)− av(x, t)],

∂v

∂t
(x, t) = d2[(J2 ∗ v)(x, t)− v(x, t)] + r2v(x, t)[−1 + bu(x, t)− v(x, t)].

(1.1)

Here x ∈ R, t > 0 and r1, r2, a, b are all positive constants, and u(x, t) and v(x, t) are the

population densities of the prey and predator species at spatial position x ∈ R and time t > 0,

respectively. The dynamics of the prey population follow a logistic growth, which depends on

a shifting habitat with a fixed speed s > 0. Parameters r1 and r2 denote the intrinsic growth

rates. The constant a denotes the predation rate and b denotes the biomass conversion rate.

d1 > 0 and d2 > 0 are the diffusion coefficients for prey and predator species, respectively. The

term Ji ∗ w − w describes the spatial dispersal process and

(Ji ∗ w)(x, t)− w(x, t) =

∫
R
Ji(x− y)w(y, t)dy − w(x, t), i = 1, 2,

where the symbol ∗ denotes the convolution product for the spatial variable. Here we assume

that the kernel function Ji : R→ R(i = 1, 2) is continuous and satisfies the following properties:

(J1) Ji(x) = Ji(−x) ≥ 0 for any x ∈ R and
∫
R Ji(x)dx = 1, i = 1, 2;

(J2) Ji ∈ C1(R) and Ji is compactly supported, i = 1, 2.

The function α(·) models climate change, which depends on a shifting variable, and throughout

the paper we assume that it satisfies the following properties:

(α1) α(·) ∈ C1(R) and nondecreasing in R;

(α2) −∞ < α(−∞) < 0 < α(∞) <∞; furthermore, we choose α(∞) = 1, without loss of

generality (up to a rescaling);

(α3) the derivative of α(·) is bounded in R.

It is clear that the shifting environment may be divided into a favorable region {x ∈ R :

α(x − st) > 0} and an unfavorable region {x ∈ R : α(x − st) ≤ 0}, both shifting with a speed

of s > 0. The non-decreasing property of α(·) assumes that the environment gets worse as

time goes on, and the negativity of α(−∞) accounts for a scenario in which the environment is

shifting to a very severe level in the unfavorable region. In assumption (α3), we only require the

derivative of α(·) to be bounded instead of uniformly continuous, mainly on account of more

dramatic effects of global warming, including changes in the frequency of severe rainstorms,

hurricanes and other climatic disasters, which may have a short-term consequences on the

survival and reproduction of local or regional species [18, 24].

System (1.1) is supplemented by the initial condition

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R, (1.2)

where u0(x), v0(x) are bounded nonnegative functions with a nonempty compact support.

Throughout this work, we give the following assumption about the parameter:

(H1) b > 1.

This ensures that the amount of prey is sufficient to maintain the positive density of the preda-

tors. From system (1.1), we can see that the predator cannot survive without the prey.
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It is known that Choi et al. [7] explored the propagation properties of the predator and

the prey of system (1.1) in two different situations, namely, where the prey is faster than the

predator, in the sense that its maximal speed s∗ is larger than the maximal speed s∗ of the

predator, and the situation where s∗ ≤ s∗, i.e., the predator is faster than the prey. Here, the

speed s∗ represents the maximum speed of the prey in the “favorable” environment and without

a predator; the speed s∗ denotes the maximum speed of the predator when the prey density is at

saturation; see Section 2 for details. For the persistence of system (1.1), Choi et al. showed that

the predator and the prey are persistent in cases s < s∗∗ (s∗∗ < s∗) and s < s∗ = min{s∗∗, s∗∗}
(s∗∗ < s∗), respectively. Here, s∗∗ is the speed of the prey in a favorable environment when

there is a maximal amount of predators, and s∗∗ is the speed of the predator when there is a

minimal amount of prey. However, the proof of the persistence of the predator and the prey

of system (1.1) with speed s and min{s∗, s∗} > s remains an open question. In this paper, we

extend and improve the main results in Choi et al. [7] to show that both species always persist

and achieve a complete picture of the spreading dynamics of (1.1). Inspired by the work of

Choi et al. [7] and Zhang et al. [43], we use some a prior estimates, the Arzelà-Ascoli theorem

and a diagonal extraction process to perform various limiting arguments. We conclude that

under certain conditions, the predator and the prey persist.

The rest of this paper is organized as follows: in the next section, we establish some

preliminary results. In Section 3, we mainly consider the persistence of the prey u of system (1.1)

with an initial value (1.2) in the moving frames with speeds between s and s = min{s∗, s∗} > s.

In Section 4, we show the persistence of the predator v in the moving frames with speeds

between s and s = min{s∗, s∗} > s.

2 Preliminaries

In this section, we mainly introduce some preliminaries and recall some results for spreading

speeds.

First, we define that

X = {w(x)| w(x) : R→ R is bounded and uniformly continuous},

with the norm

‖w‖X = sup
x∈R
|w(x)|.

Then (X, ‖ · ‖X) is a Banach space. Furthermore, for any constant d > 0, let

Xd = {w ∈ X : 0 ≤ w(x) ≤ d, ∀x ∈ R}.

Set the order of the space X2 = X ×X as

w ≤ w ⇔ wi(x) ≤ wi(x), x ∈ R, i = 1, 2

for any w = (w1(x), w2(x)) and w = (w1(x), w2(x)) ∈ X2.

We define the set H ⊂ X2 by

H = {(w1, w2) ∈ X2 : 0 ≤ w1 ≤ 1 and 0 ≤ w2 ≤ b− 1}.

Our initial datum will always be chosen in the set of H. Here, we point out that the set H is

positively invariant under the semiflow {S(t)}t≥0 generated by system (1.1). In particular, this
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means that system (1.1) with initial condition (1.2) admits a unique globally defined solution

(U(x, t), V (x, t)) with

(U, V )(x, ·) ∈ C1([0,∞), X2), ∀x ∈ R and (U, V )(·, t) ∈ H, ∀t ≥ 0.

Based on the research of Choi et al. [7], we obtain the spreading speed of the population of

the prey by taking α ≡ 1 and v ≡ 0 in the u-equation of (1.1), which is given by the quantity

s∗ := inf
0<λ<+∞

d1
[∫

R J1(y)eλydy − 1
]

+ r1

λ
. (2.1)

Since b > 1, we obtain the spreading speed of the predator population when the density of the

prey is fixed to its maximal capacity 1, namely,

s∗ := inf
0<λ<+∞

d2
[∫

R J2(y)eλydy − 1
]

+ r2(b− 1)

λ
. (2.2)

Letting s > 0 be a given fixed constant, we assume that

s := min{s∗, s∗} > s.

Next, we give the following proposition for the spreading speed of a nonlocal system which

will be used in Sections 3 and 4:

Proposition 2.1 ([17]) Let w be a solution of the system
∂w

∂t
(x, t) = d(J ∗ w − w) + rw(x, t)(k − w(x, t)), x ∈ R, t > 0,

w(x, 0) = χ(x), x ∈ R,
(2.3)

where kernel J satisfies (J1)–(J2) and the initial data χ ∈ Xs admits a nonempty compact

support. The parameters satisfy d > 0, r > 0 and k > 0. Let w(·, t) ∈ Xs for all t > 0 for

a given χ ∈ Xs and c̄ := inf
0<λ<+∞

d[
∫
R J(x)e

λxdx−1]+rk
λ > 0. Then the following statements are

valid:

(i) for any c > c̄, if χ has a nonempty compact support, then

lim
t→∞

sup
|x|>ct

w(x, t) = 0;

(ii) for any 0 < c < c̄, if χ(·) 6≡ 0, then

lim inf
t→∞

inf
|x|<ct

w(x, t) = k.

We give the following lemma, which plays an important role in performing various limiting

arguments:

Lemma 2.2 Let ᾱ = max{−α(−∞), 1}. For any c ∈ (s, s), we assume that (J1), (J2),

(α1)–(α3), (H1) and that d1 > r1ᾱ+ r1a
2 + r2b(b−1)

2 and d2 > r2(b− 1) + r2b(b−1)
2 + ar1

2 . For any

initial data satisfying (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0, the corresponding solution (u, v) of

(1.1) satisfies that

(u, v)(x+ ctn, t+ tn)→ (u∞, v∞)(x, t) locally uniformly as n→∞,

where {tn}n∈Z is such that tn →∞, as n→∞ and (u∞, v∞)(x, t) satisfies that
∂u∞
∂t

(x, t) = d1 [(J1 ∗ u∞) (x, t)− u∞(x, t)] + r1u∞(x, t) [1− u∞(x, t)− av∞(x, t)] ,

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) [−1 + bu∞(x, t)− v∞(x, t)] .
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Proof Let {tn}n∈Z be such that tn →∞, as n→∞. Define that
un(x, t) = u (x+ ctn, t+ tn) ,

vn(x, t) = v (x+ ctn, t+ tn) ,

αn(x− st) = α(x− st+ (c− s)tn)

for (x, t) ∈ R× [−tn,+∞) . It is clear that (un(x, t), vn(x, t)) satisfies that

∂un
∂t

(x, t) = d1 [(J1 ∗ un) (x, t)− un(x, t)] + r1un(x, t) [αn(x− st)− un(x, t)− avn(x, t)] ,

∂vn
∂t

(x, t) = d2 [(J2 ∗ vn) (x, t)− vn(x, t)] + r2vn(x, t) [−1 + bun(x, t)− vn(x, t)] ,

un (x,−tn) = u (x+ ctn, 0) , vn (x,−tn) = v (x+ ctn, 0) .

Next, we use some a prior estimates of (un(x, t), vn(x, t)) uniformly in n to reach to the limit

as n→ +∞. Since

0 ≤ u(x, 0) = u0 ≤ 1, 0 ≤ v(x, 0) = v0 ≤ b− 1,

we have that

0 ≤ un(x,−tn) ≤ 1, 0 ≤ vn(x,−tn) ≤ b− 1.

Hence, 0 ≤ un(x, t) ≤ 1, 0 ≤ vn(x, t) ≤ b− 1. By assumptions (α1) and (α2), we have that

|αn(x− st)| ≤ max{−α(−∞), 1} = ᾱ. (2.4)

Therefore, there are positive constants Di, i = 1, 2, · · · , 4, such that, for (x, t) ∈ R× [−tn,+∞)

and n ∈ Z,∣∣∣∣∂un∂t
∣∣∣∣ ≤ d1 |J1 ∗ un|+ d1 |un|+ r1 |un| [|αn(x− st)|+ |un|+ a |vn|]

≤ 2d1 + r1(1 + ᾱ+ a(b− 1)) =: D1,∣∣∣∣∂vn∂t
∣∣∣∣ ≤ d2 |J2 ∗ vn|+ d2 |vn|+ r2 |vn| [1 + b |un|+ |vn|] ≤ (b− 1) (2d2 + 2br2) =: D2.

It follows from assumption (α3) that there exists a constant M > 0 such that, for any

n ∈ N,

|(αn)t| ≤M, for any t ∈ R. (2.5)

Therefore, by using (2.5) and the assumption c ∈ (s, s), we have that∣∣∣∣∂2un∂t2

∣∣∣∣ ≤ d1|J1 ∗ (un)t|+ d1|(un)t|+ r1|(un)t| [|αn(x− st)|+ |un|+ a|vn|]

+ r1 |un| [| − s ∗ (αn)t|+ |(un)t|) + a |(vn)t|]

≤ 2d1D1 + r1D1(1 + ᾱ+ ab− a) + r1(sM +D1 + aD2) =: D3,∣∣∣∣∂2vn∂t2

∣∣∣∣ ≤ 2d2D2 + 2br2D2 + r2(b− 1)(bD1 +D2) =: D4.

For any γ > 0, define that 
Un,γ(x, t) := un(x+ γ, t)− un(x, t),

Vn,γ(x, t) := vn(x+ γ, t)− vn(x, t),

J̃i(x) := Ji(x+ γ)− Ji(x), i = 1, 2.



1102 ACTA MATHEMATICA SCIENTIA Vol.44 Ser.B

Since Ji satisfies (J1) and (J2), J ′i ∈ L1, and there exists Li > 0, i = 1, 2 such that∫
R

∣∣∣J̃i(x− y)
∣∣∣ dy =

∫
R
|Ji(x+ γ − y)− Ji(x− y)|dy

= |γ|
∫
R

∣∣∣∣∫ 1

0

J ′i(x− y + θγ)dθ

∣∣∣∣dy
≤ |γ|

∫ 1

0

∫
R
|J ′i(x− y + θγ)|dydθ ≤ Li|γ|.

By assumptions (α1) and (α3), there exists L3 > 0 such that

|αn(x+ γ − st)− αn(x− st)| ≤ L3|γ|.

Hence, for any η > 0, there exists δi = η
Li
> 0 (i = 1, 2, 3) such that∫

R
|J̃i(x− y)|dy ≤ η and |αn(x+ γ − st)− αn(x− st)| ≤ η,

provided that |γ| ≤ δi, x ∈ R, i = 1, 2, 3. Using (2.4), we can verify that

∂

∂t
U2
n,γ(x, t) = 2Un,γ(x, t)

∂Un,γ
∂t

(x, t)

= 2Un,γ(x, t)
(
d1

∫
R
J̃1(x− y)un(y, t)dy − (d1 − r1αn(x+ γ − st))Un,γ(x, t)

− r1Un,γ(x, t)(un(x+ γ, t) + un(x, t)) + r1un(x, t)(αn(x+ γ − st)− αn(x− st))

− r1avn(x+ γ, t)Un,γ(x, t)− r1aun(x, t)Vn,γ(x, t)
)

≤ 2Un,γ(x, t)
(
d1

∫
R
J̃1(x− y)un(y, t)dy − (d1 − r1αn(x+ γ − st))Un,γ(x, t)

− r1Un,γ(x, t)(un(x+ γ, t) + un(x, t)) + r1un(x, t)(αn(x+ γ − st)− αn(x− st))
)

+ r1aun(x, t)
(
U2
n,γ(x, t) + V2

n,γ(x, t)
)

≤ 4(d1 + r1)η − 2
(
d1 − r1ᾱ−

ar1
2

)
U2
n,γ(x, t) + ar1V2

n,γ(x, t), (2.6)

and

∂

∂t
V2
n,γ(x, t) = 2Vn,γ(x, t)

∂Vn,γ
∂t

(x, t)

= 2Vn,γ(x, t)
(
d2

∫
R
J̃2(x− y)vn(y, t)dy − (d2 + r2)Vn,γ(x, t)

− r2(vn(x+ γ, t) + vn(x, t))Vn,γ(x, t) + r2bun(x, t)Vn,γ(x, t) + r2bvn(x+ γ, t)Un,γ(x, t)
)

≤ 2Vn,γ(x, t)
(
d2

∫
R
J̃2(x− y)vn(y, t)dy − (d2 + r2)Vn,γ(x, t) + r2bun(x, t)Vn,γ(x, t)

)
+ r2bvn(x+ γ, t)(U2

n,γ(x, t) + V2
n,γ(x, t))

≤ 4d2η(b− 1)− 2

(
d2 + r2 − r2b−

r2b(b− 1)

2

)
V2
n,γ(x, t) + r2b(b− 1)U2

n,γ(x, t). (2.7)

Adding the two inequalities (2.6) and (2.7), we deduce from the assumptions that

k1 := d1 − r1ᾱ−
r1a

2
− r2b(b− 1)

2
> 0 and k2 := d2 + r2 − r2b−

r2b(b− 1)

2
− ar1

2
> 0.

Then we obtain that

∂

∂t
(U2
n,γ(x, t) + V2

n,γ(x, t))
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≤ 4 (d1 + r1 + d2(b− 1)) η − 2

(
d1 − r1ᾱ−

r1a

2
− r2b(b− 1)

2

)
U2
n,γ(x, t)

− 2

(
d2 + r2 − r2b−

r2b(b− 1)

2
− ar1

2

)
V2
n,γ(x, t)

= 4 (d1 + r1 + d2(b− 1)) η − 2k1U2
n,γ(x, t)− 2k2V2

n,γ(x, t). (2.8)

Let k = min {k1, k2} . Due to (2.8), we have that

∂

∂t

(
U2
n,γ(x, t) + V2

n,γ(x, t)
)

≤ 4 (d1 + r1 + d2(b− 1)) η − 2k
(
U2
n,γ(x, t) + V2

n,γ(x, t)
)
. (2.9)

Multiplying both sides of (2.9) by e2k(t−s) and integrating from s to t, we have that(
U2
n,γ(x, t) + V2

n,γ(x, t)
)

≤ e−2k(t−s)
(
U2
n,γ(x, s) + V2

n,γ(x, s)
)

+ 4 (d1 + r1 + d2(b− 1)) η

∫ t

s

e−2k(t−θ)dθ. (2.10)

Taking s = −tn from (2.10), we get that(
U2
n,γ(x, t) + V2

n,γ(x, t)
)

≤ e−2k(t+tn)
(
U2
n,γ (x,−tn) + V2

n,γ (x,−tn)
)

+
2 (d1 + r1 + d2(b− 1)) η

k
;

that is,

|un (x+ γ, t)− un (x, t)|2 + |vn (x+ γ, t)− vn (x, t)|2

≤ |un(x+ γ,−tn)− un(x,−tn)|2 + |vn(x+ γ,−tn)− vn(x,−tn)|2 +
2 (d1 + r1 + d2(b− 1)) η

k
.

Since un(x,−tn) and vn(x,−tn) are uniformly continuous for x ∈ R, there exists δ4 > 0 such

that |un(x+ γ,−tn)− un(x,−tn)| ≤ η1/2 and |vn(x+ γ,−tn)− vn(x,−tn)| ≤ η1/2, whatever

we have for |γ| ≤ δ4. Thus, there exists a positive constant D5, and, for any γ > 0, such that

|γ| ≤ δ := min {δ1, δ2, δ3, δ4}, and we have that, for all x ∈ R and t > −tn,
|un(x+ γ, t)− un(x, t)|2 ≤

(
2 +

2 (d1 + r1 + d2(b− 1))

k

)
η := D5η,

|vn(x+ γ, t)− vn(x, t)|2 ≤
(

2 +
2 (d1 + r1 + d2(b− 1))

k

)
η := D5η.

Furthermore, there exist positive constants D6 and D7 such that, for all x ∈ R and t > −tn, it

follows that∣∣∣∣∂un∂t (x+ γ, t)− ∂un
∂t

(x, t)

∣∣∣∣
≤
∣∣∣d1 (J1 ∗ (un(x+ γ, t)− un(x, t)))− d1 (un(x+ γ, t)− un(x, t))

− r1 (un(x+ γ, t) + un(x, t)) (un(x+ γ, t)− un(x, t))

− ar1vn(x+ γ, t) (un(x+ γ, t)− un(x, t))− ar1un(x, t) (vn(x+ γ, t)− vn(x, t))

+ αn(x+ γ − st)r1 (un(x+ γ, t)− un(x, t)) + r1(αn(x+ γ − st)− αn(x− st))un(x, t)
∣∣∣

≤ (2d1 + 2r1 + ar1 + ᾱr1 + ar1b)D5η + r1η =: D6η,
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and ∣∣∣∣∂vn∂t (x+ γ, t)− ∂vn
∂t

(x, t)

∣∣∣∣ ≤ D7η.

Since c ∈ (s, s) and on account of the assumption (α2), we have that

lim
n→∞

αn(x− st) = lim
n→∞

α(x− st+ (c− s)tn) = 1

locally uniformly with respect to x ∈ R and t ∈ R. By the above a prior estimates, the Arzelà-

Ascoli theorem and a diagonal extraction process, we can extract a subsequence tn →∞ such

that

(un, vn)(x, t)→ (u∞, v∞)(x, t) locally uniformly as n→∞,

where (u∞, v∞)(x, t) satisfies that
∂u∞
∂t

(x, t) = d1 [(J1 ∗ u∞) (x, t)− u∞(x, t)] + r1u∞(x, t) [1− u∞(x, t)− av∞(x, t)] ,

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) [−1 + bu∞(x, t)− v∞(x, t)] .

We complete the proof of Lemma 2.2. �

3 Survival of the Prey u

In this section, we consider the large time behavior of solutions of system (1.1) with an

initial value (1.2), and more precisely we deal with the persistence of the prey u in the moving

frames with speeds between s and s = min{s∗, s∗} > s.

Theorem 3.1 (Uniform spreading of u) Let ᾱ = max{−α(−∞), 1}. Assume that (J1),

(J2), (α1)–(α3), (H1) and d1 > r1ᾱ + r1a
2 + r2b(b−1)

2 and d2 > r2(b − 1) + r2b(b−1)
2 + ar1

2 .

Let the initial data (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0 be given. If s < s, then, for any

η ∈ (0, (s− s)/2), there exists ε > 0 such that lim inf
t→+∞

inf
(s+η)t≤|x|≤(s−η)t

u(x, t) ≥ ε.

We divide things into three steps to prove Theorem 3.1. We first use Lemma 3.2 to prove the

“pointwise weak spreading”, which illustrates that the u-component of the solution of system

(1.1) does not converge to 0. Then we apply Lemma 3.4 to show the “pointwise spreading”,

which means that the solution is bounded along with the path x = ct by some constant ε > 0 as

t→ +∞. We complete the proof of Theorem 3.1 by showing that the spreading is in fact uniform

in the intermediate range between the moving frames with speeds s and s = min{s∗, s∗}.
Lemma 3.2 (Pointwise weak spreading) Assume that s < s. Then, for any c ∈ (s, s),

there exists ε1(c) > 0 such that, for any (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0, the corresponding

solution (u, v) of (1.1) satisfies that lim sup
t→∞

u(ct, t) ≥ ε1(c).

Proof We argue by contradiction by assuming that there exists a sequence

{(u0,n, v0,n)}n≥0 ∈ H,

such that u0,n, v0,n 6≡ 0 and

lim
n→+∞

lim sup
t→+∞

un(ct, t) = 0, (3.1)

where (un, vn) is the solution of system (1.1) with an initial value (u0,n, v0,n). Then we can

choose a time sequence tn → +∞ as n→∞ such that lim
n→+∞

sup
t≥tn

un(ct, t) = 0.
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Now we claim that, for any R > 0,

lim
n→+∞

sup
|x|≤R,t≥tn

un(x+ ct, t) = 0. (3.2)

Indeed, assume, by contradiction, that there exist sequences xn ∈ [−R,R] and t′n ≥ tn such

that

lim inf
n→+∞

un(xn + ct′n, t
′
n) > 0. (3.3)

By arguments similar to those for Lemma 2.2 and c > s, we can extract a subsequence such

that the following convergence holds locally uniform in (x, t) ∈ R× R: lim
n→∞

un (x+ ct′n, t+ t′n) = u∞(x, t),

lim
n→∞

vn (x+ ct′n, t+ t′n) = v∞(x, t).

Here the limit function (u∞, v∞) is an entire solution of the system
∂u∞
∂t

(x, t) = d1 [(J1 ∗ u∞) (x, t)− u∞(x, t)] + r1u∞(x, t) [1− u∞(x, t)− av∞(x, t)] ,

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) [−1 + bu∞(x, t)− v∞(x, t)] .

(3.4)

It is easy to see that u∞ ≥ 0, and we deduce from (3.1) that u∞(0, 0) = 0. According to

the strong maximum principle, we obtain that u∞ ≡ 0. On the other hand, by (3.3), we can

also extract another subsequence, xn → x∞ ∈ [−R,R], such that u∞(x∞, 0) > 0, which is a

contradiction. Therefore, (3.2) holds.

Similarly, we claim that

lim
n→+∞

sup
|x|≤R,t≥tn

vn(x+ ct, t) = 0. (3.5)

Indeed, if this is not true, then we can find an entire in time solution (u∞, v∞) of (3.4) with

u∞ ≡ 0 and v∞ > 0. Then

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) (−1− v∞(x, t))

≤ d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)]− r2v∞(x, t) (3.6)

for all x ∈ R and t ∈ R. Let v̄∞(x, t) be the solution of
∂v̄∞
∂t

(x, t) = d2 [(J2 ∗ v̄∞) (x, t)− v̄∞(x, t)]− r2v̄∞(x, t), x ∈ R, t > −t0, t0 ∈ R,

v̄∞(x,−t0) = v∞(x,−t0), x ∈ R, t0 ∈ R.
(3.7)

It is easy to verify that, for any t0 ∈ R, the function (x, t) 7→ (b − 1)e−r2(t+t0) is an upper

solution of the above equation for any t > −t0. By using (3.6) and the comparison principle,

we have that

v∞(x, t) ≤ (b− 1)e−r2(t+t0), x ∈ R, t > −t0. (3.8)

Due to v∞(x,−t0) ≤ b− 1 for any t0 ∈ R+ and (3.8), we deduce that v∞(x, 0) ≤ (b− 1)e−r2t0 .

Then we have that v∞(x, 0) ≡ 0 as t0 →∞. By the strong maximum principle, we obtain that

v∞ ≡ 0. This contradicts v∞ > 0. The claim (3.5) is now proven.

By (3.5), for any δ1 > 0, there exists n large enough such that

vn(x, t) ≤ δ1, for all (x, t) such that t ≥ tn, x ∈ (ct−R, ct+R). (3.9)
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Since α(∞) = 1, and by (3.9), there exists n large enough such that

∂un
∂t

(x, t) ≥ d1 [(J1 ∗ un) (x, t)− un(x, t)] + r1(1− un(x, t)− aδ1)un(x, t) (3.10)

for all t ≥ tn and x ∈ (ct−R, ct+R). On the other hand, set

Q[W ](x, t) := d1

∫
R
J1(x− y)W (y, t)dy− d1W (x, t) + r1W (x, t)(1−W (x, t)− aδ1)− ∂tW (x, t),

(3.11)

and

L[W ](x, t) := d1

∫
R
J1(x− y)W (y, t)dy +mW (x, t)− ∂tW (x, t), (3.12)

where m will be determined later. Let

φ(x, t) := φR,β,η(x, t) =

 ηer1aδ1te−β(x−ct) cos

(
π(x− ct)

2R

)
, x ∈ (−R+ ct, R+ ct), t ∈ R,

0, x ∈ R \ (−R+ ct, R+ ct), t ∈ R,
(3.13)

where η ∈ (0,+∞), β > 0, and we assume that β and η are two independent constants. Next

we show that φ(x, t) is a sub-solution of (3.11). In fact, we first claim that, for R large enough,

J1 ∗ φ(x, t) = η

∫ R+ct

−R+ct

J1(x− y)er1aδ1te−β(y−ct) cos

(
π(y − ct)

2R

)
dy

= η

∫ R

−R
J1(x− ct− y)er1aδ1te−βy cos

( πy
2R

)
dy

≥ η
∫ ∞
−∞

J1(x− ct− y)er1aδ1te−βy cos
( πy

2R

)
dy. (3.14)

Indeed, due to the fact that are anyhow have that J1 ∗ φ(x, t) ≥ 0, we take, without loss of

generality, that x ∈ (−R+ ct, R+ ct) and t ∈ R. In order to make (3.14) valid we have to show

that, for y ∈ R\ (−R+ ct, R+ ct), either cos
(
πy
2R

)
≤ 0 or J1(x− ct−y) = 0. We assume that J1

has a compact support, so there exists K such that supp J1 ⊂ [−K,K]. If x ∈ (−R+ct, R+ct)

and |x− ct− y| ≤ K, then y ∈ (−R−K,R+K) ⊂ (−3R, 3R) when K ≤ 2R. Thus, we obtain

that cos
(
πy
2R

)
≤ 0 for y ∈ [−3R,−R]∪[R, 3R]. Moreover, since supp J1 ⊂ [−K,K] ⊂ (−2R, 2R)

when K < 2R, we obtain that J1(x− ct− y) = 0 for y ∈ R \ (−3R, 3R). Thus, we deduce that

η

∫ ∞
−∞

J1(x− ct− y)er1aδ1te−βy cos
( πy

2R

)
dy

=

(∫ −3R
−∞

+

∫ −R
−3R

+

∫ R

−R
+

∫ 3R

R

+

∫ ∞
3R

)
J1(x− ct− y)ηer1aδ1te−βy cos

( πy
2R

)
dy

≤ η
∫ R

−R
J1(x− ct− y)er1aδ1te−βy cos

( πy
2R

)
dy;

that is, (3.14) holds. Taking (3.13) into (3.12) and using (3.14), we obtain that

L[φ](x, t) ≥ c
[
−βφ− πη

2R
e−β(x−ct) sin

(
π(x− ct)

2R

)
er1aδ1t

]
+ (m− r1aδ1)φ

+ d1η

∫ ∞
−∞

J1(x− ct− y)e−βy cos
( πy

2R

)
er1aδ1tdy

=

[
−cβ +m− r1aδ1 + d1

∫
R

eβyJ1(y) cos
( πy

2R

)
dy

]
φ
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+

[
− π

2R
c+ d1

∫
R

eβyJ1(y) sin
( πy

2R

)
dy

]
ηe−β(x−ct)er1aδ1t sin

(
π(x− ct)

2R

)
.

Therefore, L [φ] > 0 on x ∈ [−R + ct, R + ct] and t ∈ R if the following two conditions are

satisfied:

c <
1

β

[
m− r1aδ1 + d1

∫
R

eβyJ1(y) cos
( πy

2R

)
dy

]
=: Am(β,R); (3.15)

c =
2Rd1
π

[∫
R

eβyJ1(y) sin
( πy

2R

)
dy

]
=: B(β,R). (3.16)

We first establish some properties of the functions Am and B. As R→∞, we have the locally

uniform convergence of

Am(β,R)→ Am(β) =
m− r1aδ1 + d1

∫
R eβyJ1(y)dy

β
,

B(β,R)→ B(β) := d1

∫
R
yeβyJ1(y)dy.

Differentiation gives that

A′m(β) = (B(β)−Am(β)) /β, B′(β) = d1

∫
R
J(y)eβyy2dy > 0. (3.17)

It follows from the properties of the function Am(β) that it achieves infimum. Then, there

exists β∗ > 0 such that Am(β∗) = infβ>0Am(β). By the definition of β∗ and (3.17), we obtain

that B(β∗) = Am(β∗). Since B is an increasing function, B(β) < B(β∗) for 0 < β < β∗. Then

we have that

Am(β) > Am(β∗) = B(β∗) > B(β), for 0 < β < β∗. (3.18)

In addition, we define that c∗ := Am∗(β∗) with m∗ = r1 − r1δ2 − r1aδ1 − d1 and r1 − r1δ2 −
2r1aδ1 > 0 for small enough constants δ1 > 0, δ2 > 0. Since 0 < s < c < s, we can choose

m < m∗ such that 0 < s < c < Am(β∗) < Am∗(β∗) = c∗. Noting that B(0) < c∗ and B(0) = 0,

we have that c > s > B(0) = 0. Then, combing this with (3.18), we can choose c1, c2, δ, R > 0

such that

B(c1) + δ < c < B(c2)− δ and |B(β,R)−B(β)| < δ.

It follows from the continuity of B(β,R) and B(β) that there exists some β(R) such that

B(β(R), R) = c for all large enough R. Obviously, we can choose R large enough such that

Am(β(R), R) > c. Thus, we have proven that (3.16) and (3.15) hold true.

By the definition of φR,β,η(x, t), we obtain that L[φ](x, t) > 0 for (x, t) ∈ R×R. Note that

r1W (1 −W − aδ1) ≥ (r1 − r1δ2 − r1aδ1)W for 0 ≤ W ≤ δ2 and m < r1 − r1δ2 − r1aδ1 − d1.

Therefore, we have that

Q [φ] (x, t) > L [φ] (x, t) > 0, for (x, t) ∈ R× R,

namely, that

−d1
∫
R
J1(x− y)φ(y, t)dy − r1φ(x, t)(1− φ(x, t)− aδ1) + ∂tφ(x, t) < 0, for (x, t) ∈ R× R.

Using (3.10) and taking η small enough so that un(x, tn) ≥ φ(x, tn),∀x ∈ R, we get, by the

comparison principle, that un(x, t) ≥ φ(x, t) for all t ≥ tn and x ∈ R. However, φ(ct, t) =

ηer1aδ1t → +∞ as t→ +∞, which contradicts 0 ≤ un ≤ 1. This completes the proof of Lemma

3.2. �
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Lemma 3.3 For any c ∈ [0, s), there exists ε′1(c) > 0 such that, for any initial data

satisfying (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0, the solution (u, v) of the system
∂u

∂t
(x, t) = d1 [(J1 ∗ u) (x, t)− u(x, t)] + r1u(x, t) [1− u(x, t)− av(x, t)] ,

∂v

∂t
(x, t) = d2 [(J2 ∗ v) (x, t)− v(x, t)] + r2v(x, t) [−1 + bu(x, t)− v(x, t)]

(3.19)

satisfies that

lim sup
t→+∞

u(ct, t) ≥ ε′1(c).

Proof The proof of Lemma 3.3 is similar to that of Lemma 3.2, so we omit it. �

Lemma 3.4 (Pointwise spreading) Assume that s < s. Then, for any (u0, v0) ∈ H with

u0 6≡ 0 and v0 6≡ 0, for all c ∈ (s, s), there exists ε2(c) > 0 such that the corresponding solution

(u, v) of (1.1) satisfies that

lim inf
t→+∞

u(ct, t) ≥ ε2 (c) .

Proof We argue by contradiction to prove this assertion, i.e., that u spreads away from

0. We assume that there are sequences (u0,n, v0,n) ∈ H with u0,n 6≡ 0 and v0,n 6≡ 0 such that

lim
n→+∞

un(ctn, tn) = 0. (3.20)

By Lemma 3.2, there exists another sequence t′n →∞ such that

lim
n→+∞

un(ct′n, t
′
n) ≥ ε1(c)

2
,

and without loss of generality, we can choose it so that t′n < tn for any n. We define that

τn := sup

{
t′n ≤ t ≤ tn|un(ct, t) ≥ ε1(c)

2

}
,

from which it follows that

∀t ∈ (τn, tn), un(ct, t) ≤ ε1(c)

2
. (3.21)

Then this yields the following properties:

un(cτn, τn) =
ε1(c)

2
,

un(ct, t) ≤ ε1(c)

2
, t ∈ (τn, tn),

un(c(τn + tn − τn), τn + tn − τn)→ 0, as n→∞.

(3.22)

By Lemma 2.2, we can extract a subsequence tn →∞ such that

(un, vn)(x+ ctn, t+ tn)→ (u∞, v∞)(x, t) locally uniformly as n→∞,

where (u∞, v∞)(x, t) satisfies that
∂u∞
∂t

(x, t) = d1 [(J1 ∗ u∞) (x, t)− u∞(x, t)] + r1u∞(x, t) [1− u∞(x, t)− av∞(x, t)] ,

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) [−1 + bu∞(x, t)− v∞(x, t)] .

From the choice of tn, we have that u∞(0, 0) = 0, and hence that u∞ ≡ 0, by the strong

maximum principle. In particular, the sequence tn − τn is unbounded. Indeed, assuming by



No.3 M. Zhao & R. Yuan: PREDATOR-PREY SYSTEM WITH A SHIFTING HABITAT 1109

contraction that lim
n→∞

(tn − τn) = l < +∞, it follows from the third formula of (3.22) that

lim
n→+∞

un(c(τn + t), τn + t) = 0, ∀t ∈ [0, tn − τn],

which contradicts the fact that

un(cτn, τn) =
ε1(c)

2

for n large enough. Thus we obtain that tn− τn → +∞, as n→ +∞. Therefore we can extract

a subsequence such that  ũ(x, t) = lim
n→+∞

un(x+ cτn, τn + t),

ṽ(x, t) = lim
n→+∞

vn(x+ cτn, τn + t),

which are well defined as a result of the global boundedness and some a prior estimates. The

pair (ũ, ṽ) is a global in time solution of system (3.19), and ũ(0, 0) = ε1(c)
2 > 0. In addition, we

have that

ũ(ct, t) ≤ ε1(c)

2
, for all t ≥ 0. (3.23)

Notice that, when ṽ 6≡ 0, this entire solution immediately contradicts Lemma 3.3. Now it

remains to consider the case of when ṽ ≡ 0. Then

∂ũ

∂t
(x, t) = d1 [(J1 ∗ ũ) (x, t)− ũ(x, t)] + r1ũ(x, t)(1− ũ(x, t)),

which is the scalar nonlocal diffusion equation of KPP type. Recall that c < s = min{s∗, s∗} ≤
s∗, and that ũ(x, 0) ≥6≡ 0, so, by Proposition 2.1, we have that

ũ(ct, t)→ 1, as t→ +∞,

which contradicts (3.23). Thus we have completed the proof of Lemma 3.4. �

Proof of Theorem 3.1 We fix η and argue by contradiction by assuming that there

exist {tn,k} and {xn,k} with tn,k → +∞, as k → +∞, and that

xn,k ∈ [(s+ η)tn,k, (s− η)tn,k]

such that

un(xn,k, tn,k) ≤ 1

n
(3.24)

for any positive integers n and k. However, applying Lemma 3.4, one has that

lim inf
t→+∞

un((s− η/2)t, t) ≥ ε2(s− η/2).

In particular, we define another time sequence

t′n,k :=
xn,k

s− η/2
∈ [0, tn,k), ∀n ≥ 0, lim

k→+∞
t′n,k = +∞.

Then, applying Lemma 3.4, one has that

un(xn,k, t
′
n,k) ≥ ε2(s− η/2)

2

for any k large enough. For each n, we choose such a large k and drop it from our notation for

convenience. Then we can define that

τn := sup

{
t′n ≤ t ≤ tn|un (ct, t) ≥ min{ε′1(c), ε2(s− η/2)}

2

}
,
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where ε′1(c) comes from Lemma 3.3. Similarly to the proof of Lemma 3.4, we have that

tn − τn → +∞, as n→ +∞.

We consider the functions

ũn(x, t) = u(x+ cτn, τn + t), ṽn(x, t) = v(x+ cτn, τn + t),

and

lim
n→∞

ũn(x, t) := ũ(x, t), lim
n→∞

ṽn(x, t) := ṽ(x, t).

Then the following properties can be derived:

ũ (0, 0) =
min{ε′1(c), ε2(s− η/2)}

2
, ũ (0, t) ≤ min{ε′1(c), ε2(s− η/2)}

2
, for all t ≥ 0.

Regardless of whether ṽ ≡ 0 or ṽ > 0, we reach a contradiction with either the result of

Proposition 2.1, or Lemma 3.3. This concludes the proof. �

4 Survival of the Predator v

In this section, we show the persistence of the predator v in the moving frames with speeds

in the interval (s, s), where we recall that s = min{s∗, s∗}.

Theorem 4.1 (Uniform spreading of v) Let ᾱ = max{−α(−∞), 1}. Assume that (J1),

(J2), (α1)–(α3), (H1) and d1 > r1ᾱ+ r1a
2 + r2b(b−1)

2 and d2 > r2(b−1)+ r2b(b−1)
2 + ar1

2 . Let initial

data (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0 be given. If s < s, then, for any η ∈ (0, (s − s)/2),

there exists ε > 0 such that lim inf
t→+∞

inf
(s+η)t≤|x|≤(s−η)t

v(x, t) ≥ ε.

The method is the same as for the prey, but before proving Theorem 4.1, we give the

following three lemmas:

Lemma 4.2 (Pointwise weak spreading) Assume that s < s. Then, for any c ∈ (s, s),

there exists ε3(c) > 0 such that, for any (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0, the corresponding

solution (u, v) of (1.1) satisfies that lim sup
t→∞

v(ct, t) ≥ ε3(c).

Proof We let c ∈ (s, s), and assume by contradiction that there exists a sequence of

solutions {(ũn, ṽn)} with initial data {u0,n, v0,n} ⊂ H, with u0,n 6≡ 0 and v0,n 6≡ 0, such that

lim
n→+∞

lim sup
t→∞

ṽn(ct, t) = 0. (4.1)

Then, for each n, we can choose tn large enough such that

lim
n→+∞

sup
t≥tn

ṽn(ct, t) = 0. (4.2)

Next we claim that, for any R > 0,

lim sup
n→+∞

{ sup
t≥tn,|x−ct|≤R

ṽn(x, t)} = 0. (4.3)

Indeed, assume by contradiction that there exist sequences t′n ≥ tn and xn ∈ [ct′n −R, ct′n +R]

such that

lim inf
n→+∞

ṽn(xn, t
′
n) > 0. (4.4)
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By using arguments similar to those for Lemma 2.2, we can extract a subsequence such that

the following convergence holds locally uniformly in (x, t) ∈ R× R: lim
n→∞

ũn (x+ xn, t+ t′n) = ũ∞(x, t),

lim
n→∞

ṽn (x+ xn, t+ t′n) = ṽ∞(x, t).

Here the limit function (ũ∞, ṽ∞) is an entire solution of the system
∂ũ∞
∂t

(x, t) = d1 [(J1 ∗ ũ∞) (x, t)− ũ∞(x, t)] + r1ũ∞(x, t) [1− ũ∞(x, t)− aṽ∞(x, t)] ,

∂ṽ∞
∂t

(x, t) = d2 [(J2 ∗ ṽ∞) (x, t)− ṽ∞(x, t)] + r2ṽ∞(x, t) [−1 + bũ∞(x, t)− ṽ∞(x, t)] .

(4.5)

It is clear that ṽ∞ ≥ 0. By extracting subsequences t′n ≥ tn, xn → x∞ ∈ [ct′n −R, ct′n +R] and

using (4.1), we deduce that ṽ∞(ct′n − x∞, 0) = 0. According to the strong maximum principle,

we obtain that ṽ∞ ≡ 0. On the other hand, by (4.4), we deduce that ṽ∞(0, 0) > 0, which is a

contradiction. Therefore, (4.3) holds.

Now, we claim that

lim sup
n→+∞

{ sup
t≥tn,|x−ct|≤R

ũn(x, t)} = 1, for any R > 0. (4.6)

We assume by contradiction that there is a sequence {(xn, t′n)} with t′n ≥ tn and xn ∈ [ct′n −
R, ct′n +R] such that

lim sup
n→+∞

ũn(xn, t
′
n) < 1.

By some a prior estimates, the Arzelà-Ascoli theorem and a diagonal extraction process, we

can extract a subsequence t′n →∞ such that

(ũn, ṽn)(x+ xn, t+ t′n)→ (u∞, v∞)(x, t) locally uniformly as n→∞,

where (u∞, v∞)(x, t) satisfies that
∂u∞
∂t

(x, t) = d1 [(J1 ∗ u∞) (x, t)− u∞(x, t)] + r1u∞(x, t) [1− u∞(x, t)− av∞(x, t)] ,

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) [−1 + bu∞(x, t)− v∞(x, t)] .

Since v∞(0, t) = 0 for all t > 0, by the strong maximum principle we get that v∞ ≡ 0. In

particular, u∞ satisfies that

∂u∞
∂t

(x, t) = d1 [(J1 ∗ u∞) (x, t)− u∞(x, t)] + r1u∞(x, t) (1− u∞(x, t)) , (x, t) ∈ R2.

On the other hand, by Theorem 3.1, we have that

inf
(x,t)∈R2

u∞(x, t) > 0.

This implies that u∞ ≡ 1, which is a contradiction to u∞(0, 0) < 1, by our choices of xn and

t′n. Hence (4.6) holds.

For any small δ1 > 0 and large R > 0, we have that

∂ṽn
∂t

(x, t) ≥ d2 [(J2 ∗ ṽn) (x, t)− ṽn(x, t)] + r2ṽn(x, t) (−1 + b− δ1) , |x− ctn| ≤ R, t ≥ tn

for any n large enough. Similarly to the proof of Lemma 3.2, we infer that ṽn(ct, t) → +∞ as

t→ +∞, which is a contradiction to (4.3). This completes the proof of Lemma 4.2. �
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Lemma 4.3 For any c ∈ [0, s), there exists ε′3(c) > 0 such that, for any initial data

satisfying (u0, v0) ∈ H with u0 6≡ 0 and v0 6≡ 0, the corresponding solution (u, v) of (3.19)

satisfies that

lim sup
t→+∞

u(ct, t) ≥ ε′3(c).

Proof The proof of Lemma 4.3 is similar to that of Lemma 4.2, so we omit it. �

Lemma 4.4 (Pointwise spreading) Assume that s < s. Then, for any (u0, v0) ∈ H with

u0 6≡ 0 and v0 6≡ 0, for all c ∈ (s, s), there exists ε4(c) > 0 such that the corresponding solution

(u, v) of (1.1) satisfies that

lim inf
t→+∞

v(ct, t) ≥ ε4 (c) .

Proof The method is the same as that of Lemma 3.4. Fixing c ∈ (s, s) and proceeding

by contradiction, we find an entire solution (u∞, v∞) of (3.19) such that v∞(0, 0) = ε3(c)
2 > 0

and

v∞(ct, t) ≤ ε3(c)

2
,∀t ≥ 0. (4.7)

Moreover, by Theorem 3.1, we have that

inf
(x,t)∈R2

u∞(x, t) > 0,

which implies that u∞ ≡ 1. Thus,

∂v∞
∂t

(x, t) = d2 [(J2 ∗ v∞) (x, t)− v∞(x, t)] + r2v∞(x, t) [−1 + b− v∞(x, t)] .

Since c < s ≤ s∗, and by Proposition 3.3 and Assumption (H1), we have that

lim
t→+∞

v∞(ct, t) = b− 1 > 0, (4.8)

which contradicts (4.7). This completes the proof of Lemma 4.4. �

Proof of Theorem 4.1 We fix η and argue by contradiction by assuming that there

exist {tn,k} and {xn,k} with tn,k → +∞, as k → +∞, and that

xn,k ∈ [(s+ η)tn,k, (s− η)tn,k],

such that

vn(xn,k, tn,k) ≤ 1

n

for any positive integers n and k. However, applying Lemma 4.4, we have that

lim inf
t→+∞

vn((s− η/2)t, t) ≥ ε4(s− η/2).

In particular, we define another time sequence as

t′n,k :=
xn,k

s− η/2
∈ [0, tn,k), ∀n ≥ 0, lim

k→+∞
t′n,k = +∞.

Then, applying Lemma 4.4, one has that

vn(xn,k, t
′
n,k) ≥ ε4(s− η/2)

2

for any k large enough. For each n, we choose such a large k and drop it from our notation for

convenience. Then we can define that

τn := sup

{
t′n ≤ t ≤ tn|vn (ct, t) ≥ min{ε′3(c), ε4(s− η/2)}

2

}
,
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where ε′3(c) comes from Lemma 4.3. Similarly to the proof of Lemma 3.4, we have that

tn − τn → +∞, as n→ +∞.

We consider the functions

ũn(x, t) = u(x+ cτn, τn + t), ṽn(x, t) = v(x+ cτn, τn + t), (4.9)

and

lim
n→∞

ũn(x, t) := ũ(x, t), lim
n→∞

ṽn(x, t) := ṽ(x, t).

Then we deduce that

ṽ (0, 0) =
min{ε′3(c), ε4(s− η/2)}

2
, ṽ (0, t) ≤ min{ε′3(c), ε4(s− η/2)}

2
, for all t ≥ 0.

Regardless of whether ṽ ≡ 0 or ṽ > 0, we reach a contradiction with either the result of

Proposition 2.1, or Lemma 4.3. This completes the proof of Theorem 4.1. �

Conflict of Interest The authors declare no conflict of interest.

References

[1] Bao X, Li W T, Shen W. Traveling wave solutions of Lotka-Volterra competition systems with nonlocal

dispersal in periodic habitats. J Differ Equ, 2016, 260: 8590–8637

[2] Berestycki H, Desvillettes L, Diekmann O. Can climate change lead to gap formation? Ecol Complex, 2014,

20: 264–270

[3] Berestycki H, Diekmann O, Nagelkerke C J, et al. Can a species keep pace with a shifting climate? Bull

Math Biol, 2009, 71: 399–429

[4] Berestycki H, Rossi L. Reaction-diffusion equations for population dynamics with forced speed I– The case

of the whole space. Discrete Contin Dyn Syst Ser A, 2008, 21: 41–67

[5] Berestycki H, Fang J. Forced waves of the Fisher-KPP equation in a shifting environment. J Differ Equ,

2018, 264: 2157–2183

[6] Bouhours J, Giletti T. Spreading and vanishing for a monostable reaction-diffusion equation with forced

speed. J Dyn Differ Equ, 2019, 31: 247–286

[7] Choi W, Giletti T, Guo J S. Persistence of species in a predator-prey system with climate change and either

nonlocal or local dispersal. J Differ Equ, 2021, 302: 807–853

[8] Coville J. Can a population survive in a shifting environment using non-local dispersion? Nonlinear Anal,

2021, 212: 112416

[9] Dong F D, Li B, Li W T. Forced waves in a Lotka-Volterra competition-diffusion model with a shifting

habitat. J Differ Equ, 2021, 276: 433–459

[10] Du Y, Wei L, Zhou L. Spreading in a shifting environment modeled by the diffusive logistic equation with

a free boundary. J Dyn Differ Equ, 2018, 30: 1389–1426

[11] Fang J, Peng R, Zhao X Q. Propagation dynamics of a reaction-diffusion equation in a time-periodic shifting

environment. J Math Pures Appl, 2021, 147: 1–28

[12] Gonzalez P, Neilson R P, Lenihan J M, et al. Global patterns in the vulnerability of ecosystems to vegetation

shifts due to climate change. Glob Ecol Biogeogr, 2010, 19: 755–768

[13] Hu C, Li B. Spatial dynamics for lattice differential equations with a shifting habitat. J Differ Equ, 2015,

259: 1967–1989

[14] Hu Y, Hao X, Song X, et al. A free boundary problem for spreading under shifting climate. J Differ Equ,

2020, 269: 5931–5958

[15] Hu H, Yi T, Zou X. On spatial-temporal dynamics of Fisher-KPP equation with a shifting environment.

Proc Am Math Soc, 2020, 148: 213–221

[16] Hu H, Zou X. Existence of an extinction wave in the Fisher equation with a shifting habitat. Proc Amer

Math Soc, 2017, 145: 4763–4771

[17] Jin Y, Zhao X Q. Spatial dynamics of a periodic population model with dispersal. Nonlinearity, 2009, 22:

1167–1189



1114 ACTA MATHEMATICA SCIENTIA Vol.44 Ser.B

[18] Johnsgard P. Global Warming and Population Responses Among Great Plains Birds. Lincoln, Nebraska:

Zea E-Books, 2015

[19] Kao C Y, Lou Y, Shen W. Random dispersal vs. non-local dispersal. Discrete Contin Dyn Syst, 2010, 26:

551–596

[20] Lee C T, Hoopes M F, Diehl J, et al. Non-local concepts and models in biology. J Theor Biol, 2001, 210:

201–219

[21] Leenheer P D, Shen W, Zhang A. Persistence and extinction of nonlocal dispersal evolution equations in

moving habitats. Nonlinear Anal: Real World Appl, 2020, 54: 103110

[22] Lei C, Du Y. Asymptotic profile of the solution to a free boundary problem arising in a shifting climate

model. Discrete Contin Dyn Syst Ser B, 2017, 22: 895–911

[23] Levin S A, Segal L A. Pattern generation in space and aspect. SIAM Rev, 1985, 27: 45–67

[24] Lewis M L, Petrovskii S V, Potts J R. The Mathematics Behind Biological Invasions. Interdisciplinary

Applied Mathematics. Switzerland: Springer, 2016

[25] Li B, Bewick S, Shang J, et al. Persistence and spread of a species with a shifting habitat edge. SIAM J

Appl Math, 2014, 5: 1397–1417

[26] Li B, Bewick S, Barnard M R, et al. Persistence and spreading speeds of integro-difference equations with

an expanding or contracting habitat. Bull Math Biol, 2016, 78: 1337–1379

[27] Li W T, Wang J B, Zhao X Q. Spatial dynamics of a nonlocal dispersal population model in a shifting

environment. J Nonlinear Sci, 2018, 28: 1189–1219

[28] Potapov A B, Lewis M A. Climate and competition: The effect of moving range boundaries on habitat

invasibility. Bull Math Biol, 2004, 66: 975–1008

[29] Parr C L, Gray E F, Bond W J. Cascading bio diversity and functional consequences of a global change-

induced biome switch. Divers Distrib, 2012, 18: 493–503

[30] Scheffer M, Hirota M, Holmgren M, et al. Thresholds for boreal biome transitions. Proc Natl Acad Sci,

2012, 109: 21384–21389

[31] Vo H H. Persistence versus extinction under a climate change in mixed environments. J Differ Equ, 2015,

259: 4947–4988

[32] Wang J B, Zhao X Q. Uniqueness and global stability of forced waves in a shifting environment. Proc Amer

Math Soc, 2019, 147: 1467–1481

[33] Wang H, Pan C, Ou C. Existence of forced waves and gap formations for the lattice Lotka-Volterra com-

petition system in a shifting environment. Appl Math Lett, 2020, 106: 106349

[34] Wang J B, Li W T, Dong F D, et al. Recent developments on spatial propagation for diffusion equations

in shifting environments. Discrete Contin Dyn Syst Ser B, 2022, 27: 5101–5127

[35] Wang J B, Wu C. Forced waves and gap formations for a Lotka-Volterra competition model with nonlocal

dispersal and shifting habitats. Nonlinear Anal: Real World Appl, 2021, 58: 103208

[36] Wu C F, Xiao D M, Zhao X Q. Spreading speeds of a partially degenerate reaction-diffusion system in a

periodic habitat. J Differ Equ, 2013, 255: 3983–4011

[37] Wu C F, Wang Y, Zou X F. Spatial-temporal dynamics of a Lotka-Volterra competition model with nonlocal

dispersal under shifting environment. J Differ Equ, 2019, 267: 4890–4921

[38] Yang Y, Wu C, Li Z. Forced waves and their asymptotics in a Lotka-Volterra cooperative model under

climate change. Appl Math Comput, 2019, 353: 254–264

[39] Yuan Y, Wang Y, Zou X. Spatial dynamics of a Lotka-Volterra model with a shifting habitat. Discrete

Contin Dyn Syst Ser B, 2019, 24: 5633–5671

[40] Zhang Z, Wang W, Yang J. Persistence versus extinction for two competing species under a climate change.

Nonlinear Anal: Model Control, 2017, 22: 285–302

[41] Zhang G B, Zhao X Q. Propagation dynamics of a nonlocal dispersal Fisher-KPP equation in a time-periodic

shifting habitat. J Differ Equ, 2020, 268: 2852–2885

[42] Zhou Y, Kot M. Discrete-time growth-dispersal models with shifting species ranges. Theor Ecol, 2011, 4:

13–25

[43] Zhang G B, Zhao X Q. Propagation phenomena for a two-species Lotka-Volterra strong competition system

with nonlocal dispersal. Calc Var Partial Differ Equ, 2019, 59: Art 10

[44] Zhao M, Yuan R, Ma Z H, et al. Spreading speeds for the predator-prey system with nonlocal dispersal. J

Differ Equ, 2022, 316: 552–598


